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The Integrated Services Digital Network (ISDN) is the phone company
solution to hierarchical services. Some of these services are geared
toward telephone customers, and some are geared toward data
networking. All of these services are provided over a high-speed optical
network. This network carries your long-distance phone calls, Internet
data, private corporate networking, television programs, and other “bits”
of information.

At the top of the network hierarchy is SONET, the Synchronous Optical
Network.

One layer below SONET is ATM, the Asynchronous Transfer Mode.
Below ATM is DSL, the Digital Subscriber Loop.

Below DSL is the B-ISDN Broadband Integrated Services Network.
Below B-ISDN is ISDN.

ISDN is a set of service offerings. These offerings include items like call
waiting, call forwarding, and voicemail. But because all of these services
are based on a digital infrastructure, the phone company can also offer
services such as high speed networking via DSL, B-ISDN, ATM, or
SONET.
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Figure 2.28 Broadband Services Network
Notes

* Integrated services: Voice, video, and data
« Narrow band ISDN (Integrated Services Digital Net.)
« Basic rate:2B + D (B channel 64 kbps and D channel 16 kbps
« Primary rate: 23B + D channels
« Broadband {ISDN) Services uses ATM technology
« SONET (Synchronous Optical Network) or SDH (Synchronous Digital Hierarchy)
« Data rate OC-n
* OC-1 51.84 Mbps
* OC-3 155.52 Mbps
« Access technologies:
* HFC (Hybrid Fiber Coaxial) / Cable modem
« ADSL (Asymmetric Digital Subscriber Line)
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Broadband ISDN is the name given to the entire ISDN offering. BISDN
includes the low-end ISDN services, as well as several high-end
offerings.

The low-end ISDN services provide data rates of 64 kbit/second. While
this is more than sufficient for voice communications, they are woefully
inadequate for computer networking. B-ISDN offers channels that
operate at much higher data rates than the ISDN channels.

This figure gives an idea of how much bandwidth is required to support
specific applications. B-ISDN provides the capability for phone
companies to offer services that cover the entire range of data rates
above.
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SONET SONET
Table 20.1 SONET/SDH rates
STS oc Rate (Mbps) | STM
STS-1 oc-1 51840 | s
STS-3 OC-3 155.520 STM-1
STS-9 0C-9 466.560 STM-3 _
STS-12 OC-12 622.080 STM-4 |
STS-18 0OC-18 933.120 STM-6 |
STS-24 0C-24 1244.160 STM-8 .
ST5:90 QCe6 1866.230 . 1 Frame = 810 octes x 8 bits/octet = 6480 bils
STS-48 0C-48 2488.320 STM-16
STS-96 0C-96 4976.640 STM-32
STS-192 0C-192 | 9953.280 | STM-64 |
The Synchronous Optical NETwork is the backbone of the telephone An STS-1 link delivers 8000 frames per second. Each frame is 6480
network. SONET offers connections at various data rates. These data bytes long.

rates are multiples of the basic data rates used in voice telephony: 64
kbit/second, with a little bit of extra bandwidth to handle the control and
management.

A voice line is called a Digital Signal zero (DSO0) circuit. Each DSO line
provides 64 kilobits per second of bandwidth.

A T1 analog line carries twenty four DSO circuits, with a little extra
bandwidth reserved for signaling. A T1 is also known as a DS1. The
bandwidth of a T1 line is 1.544 megabits per second.

A T2 line runs at 6.312 megabits per second, and carries 96 voice
circuits. A T2 is also known as a DS2.

A T3 line operates at 44.736 megabits per second, and carries 672 voice
circuits. A T3 is also known as a DS3.

A SONET STS-1/ OC-1 line provides slightly more bandwidth than a T3
line.

The other STS / OC circuits operate at multiples of STS-1 data rates.
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SONET

SONET provides service in the Physical and Data Link layers of the OSI
model. Because SONET was designed for voice services, it does not
define any services in the other OSI layers.
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In the SONET world, low-speed data circuits are multiplexed into high-
speed data streams. These streams are TDM multiplexed over the high
speed link.

One way to think of the SONET transport is that it is similar to a high-
speed conveyor. The conveyor runs at a constant speed (Synchronous).
The conveyor carries many buckets. Each bucket may contain a
payload, or it may be empty. Of course the telephone company would
like to fill each bucket to maximize utilization of the conveyor.

At the sending end of the conveyor, the low end services of B-ISDN are
multiplexed into streams that are sent to a conveyor headed toward their
final destination.

The information is placed into SONET buckets and sent to the end of the
conveyor. Along the way, the signal may be regenerated many times.
This regeneration is performed to ensure that the data is decipherable
when it reaches the other end.

At the end of this conveyor (a switch-point), the contents are examined,
and possibly sent to other conveyors for further transport.

Once the content of the bucket reaches it’s final switch-point in the fabric,
it is demultiplexed, and sent to the final destination.
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Figure 16.28 B-ISDN accesses

The B-ISDN specification details three basic access methods.

These methods are 155.520 Mb/s symmetrical, 155.520/622.080 Mb/s
asymmetrical, and 622.020 Mb/s symmetrical.

The 155.520 Mb/s symmetrical connections are full-duplex links that
operate at 155.520 Mb/s in, and 155.520 Mb/s out. This rate matches
the SONET specification’s “Optical Carrier 3" (OC-3) data rate.

The 155.520/622.080 Mb/s asymmetrical connections are full-duplex

links that operate at 155.520 Mb/s outbound, and 622.020 Mb/s inbound.

This corresponds to an OC-3 outbound connection, and an OC-12
inbound connection.

The 622.020 Mb/s connections are full-duplex links that provide OC-12
data rates inbound and outbound.
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Figure 16.6 ISDN
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Most of the services offered (to the public) by the telephone companies
are voice related. Voice is a very low bandwidth (3000 hz) service. But
the telephone infrastructure is capable of much higher bandwidth
services. The “subscriber loop” is usually capable of providing 1Mbit of
bandwidth.

The ISDN hierarchical network allows the phone company to multiplex
many low-speed services into high-speed bit streams, send these
streams through a high-speed network, and break them back out into
individual components at the other end.

At the low end of the “low speed” data services is an offering called
ISDN. ISDN offers several services over several different types of
connections.

Home connections are typically relatively low speed, with limited
services. ISDN allows the user to use the voice, and the data portions of
the network simultaneously using existing house wiring.

Business connections are usually high speed connections with multiple
services.

ISDN also has the capability of offering Plain Old Telephone Service
(POTS) via local subscriber loops.

10
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Figure 16.7 BRI
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There are two types of ISDN circuits:

A Basic Rate Interface (BRI) circuit consists of two 16, or 64 kbit data
channels (called B or Bearer channels), and a 16kbit signaling channel
(called the Data or D channel) and 48 kbits of overhead bandwidth. Total
bandwidth of the BRI channel is 192 kbit/second.

A Primary Rate Interface provides 23 of the 64 kbit B channels, a single
64 kbit D channel, and 8 kbit of overhead bandwidth. Total bandwidth of
a PRI channel is 1.544 Mbit/second (the same as a T1 line!).

Important note: In previous technologies that we explored, the control
and error information was carried in special data packets on the single
channel offered by the technology. This is called in-band signaling.
ISDN uses the low-speed D channel for control and error signaling. The
use of a separate channel for signaling/error handling is referred to as
“out-of-band” signaling.
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Figure 16.10  Reference points
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ISDN requires some special equipment in order to provide the high-speed data
connections on the existing infrastructure:

A Terminal Adapter (TA) box is required at the “house” end of the wire. This box
allows the user to connect DTE equipment (computers (TE2) and telephones
(TE1) ) to the ISDN line. The TA box is basically an ISDN multiplexer /
demultiplexer (modem).

Another box located at the customer premise is the Network Termination 1 (NT1)
box. The NT1 box converts information from the DTE into ISDN frames, and vice-
versa.

A Network Termination 2 (NT2) box may be required for PBX and other types of
DTE. The NT2 box provides another layer of data conversion.

In phone-company speak, ISDN defines several reference points along the length
of an ISDN circuit.

The R reference point — defines a connection between a TE2 and a TA box.

The S reference point — defines a connection between a TE1 and a TA box.

The T reference point — defines a connection between an NT2 and an NT1 box.
The U reference point — defines a connection between a NT1 and the ISDN office.

2/3/2004
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It is extremely difficult to apply the OSI model to ISDN. One reason for
this is that ISDN provides two types of “channels” (B&D), with different
functionality, in one connection. The D channel is used for out-of-band
signaling, while the B channel is used for data transfer.

For those who must see it, the picture above shows how the OSI model
is usually applied to the ISDN service. Instead of a single seven layer
stack, this “model” offers three stacks; the user plane, the control plane,
and the management plane.

The user-plane stack defines the “B” channel, the control plane stack
defines the “D” channel, and the management stack defines the
interfaces to the rest of the telephone infrastructure.

2/3/2004
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In reality, most ISDN specifications rely on a simplified version of the
ISDN stack as shown above.

The physical layer is defined by the International Telephone Union (ITU)
(formerly the CCITT) specifications 1.430 and 1.431 (for BRI and PRI
respectively).

On the B channel side, the datalink layer is defined by the Link Access
Protocol Balanced (LAPB), and other similar protocols. The D channel
side ALSO relies on LAPB.

At the network layer, the B channel side relies on X.25 (and other)
protocol. On the D channel side, another ITU protocol, Q.931, is
employed.

Layers 4,5,6,7 are “users choice” on the B channel, while end-to-end
user signaling is used on the D channel.

14
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The frame formats in the user plane define how data is sent over an
ISDN circuit. The frame formats differ between BRI and PRI
connections.

Each BRI frame includes 16 bits of B1 channel data, 16 bits of B2
channel data, four bits of D channel data, and 12 bits of overhead
(framing, ...), for a total frame size of 48 bits.. A BRI operates at 4000
frames per second, providing a bandwidth of 192 kbits/second (4000*48)

BRI service is typically available for $30 to $60 a month..

A PRI frame is identical to the telephone company T1 frame. The PRI is
capable of delivering 8000 frames per second. Each frame is 193 bits
long, providing a throughput of 1.544 Mbit/second. Each frame contains
1 bit of overhead, 8 bits of D channel information, and 23 eight bit B
channel subframes which contain data for each of the 23 B channels.

PRI services are usually several hundred dollars a month.

2/3/2004
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On the control plane side, there are several frame formats.

The LAPD addressing frame is used to provide addressing information
for the data packets on the B channel.

The Service Access Point Identifier (SAPI) and Terminal Equipment
Identifier fields are used to determine the internal telephone company
routing for this packet. Information in these fields also determines if this
frame is associated with a data packet, or is merely a control frame for
use by the network switchgear.

The Network layer packet is used to communicate information about the
data frames involved in this communication session.

ISDN addresses are based on the 13 digit telephone number convention.
The first three fields of the address are country code, a network identifier
(NC) field, and then the 10 digit phone number (Area Code /exchange
/number). This portion of the address gets the frame to the subscriber’'s
NT1 interface.

A 40 digit field allows addressing of a specific device on the subscriber’s
network.

2/3/2004
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At the network layer, packets are called messages. A message is
encapsulated in the information field of an LAPD I-frame for transport
across the link. The Network layer packet is used to communicate
information about the data frames involved in this communication

session.

The Protocol Discriminator field (1 byte) tells which protocol is in use.

The Call Reference field (2 or 3 bytes) gives the sequence number of this
call. The Call Reference frames are used to define the purpose of the
data frame. The four types of frames are: call establishment, call
information, call clearing, and miscellaneous messages.

2/3/2004
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Information element frames carry details about the connection. These
details are required for call establishment. For example the source and
destination addresses, routing information, type of channel requested for
B channel communications (X.25, circuit switched, ATM, Frame Relay).

The information elements consist of one or more bytes, as shown in the
bottom picture.

18
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« Digital Subscriber Loop is situated just above ISDN in the B-ISDN
bandwidth hierarchy.
* DSL defines several different types of service:
— Asymmetric Digital Subscriber Loop (ADSL) provides acircuit with one
data rate on the uplink side, and a different data rate on the downlink side.
Native ADSL divides the IMhz subscriber loop into three bands. The 0—
25 khz band is reserved for voice. The 25-200 khz band is used for uplink
data, while the 250 — 1000 khz band is used for downlink data.
— Rate Adaptive Asymmetric Digital Subscriber Loop (RADSL) allows
different data rates depending on the type of communiation: voice, data,
multimedia, ....

DSL is one of the “lower middle ground” offerings in the BISDN hierarchy.

It is faster than ISDN, but slower than ATM.

DSL is usually relatively inexpensive service ($50 - $75 a month), and
like ISDN, allows the user to have voice, and data, connections over a
single phone line.

2/3/2004
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— High bit-rate Digital Subscriber Loop (HDSL) provides an alternative to
the telephony T1 circuit. HDSL provides a 1.544 Mbit circuit. HDSL
employs adifferent encoding method than T1, which resultsin more than
doubling the length of a T1 circuit. HDSL uses two twisted pairsto
provide a full-duples circuit.

— Symmetric Digital Subscriber Loop (SDSL) isHDSL over asingle pair of
wires.

— Very high bit rate Digital Subscriber Loop (VDSL) provides an alternate
type of circuit over coax, fiber, or twisted pair cabling up to 1800 meters
in length. VDSL is capable of providing throughput of 50 to 55 megabit
downstream, and 1.5 to 2.5 megabit/second upstream.

There are several other flavors of DSL service defined, but many are not
offered by most phone companies. One reason for this is that the phone
companies will lose revenue if they offer such high-speed service in place
of their traditional T1 lines.

A T1 line typically costs $1000 - $2000 a month. Why would anyone
want to pay this much money when an equivalent DSL circuit might cost
$200 a month?

20
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Asynchronous Transfer Mode is one of the “upper middle ground ” pieces
of the B-ISDN offering. It is slower than the SONET service, but faster
than the DSL service.

ATM is a cell relay service. Unlike previous services that we have
discussed, ATM operates on very small pieces of information. While
Ethernet, Token Ring, and other technologies operate with frame sizes in
the thousands of bytes, ATM operates on 53 byte cells.

The 53 byte size is a result of negotiations by the international standards
organizations. One side wanted 64 to 128 byte cells, and the other side
wanted 16 to 32 byte cells. The committee compromised on 48 byte
cells. A previous agreement determined that the header would only be
10% of the entire frame, so: 48 bytes + 10% (5 bytes) == 53 bytes per
cell.

The advantage of working with such small data units is the speed that
they can be switched through the network. Because everything is sliced
and diced into cells. Real-time sensitive data does not suffer long delays
while non-critical data monopolizes the media.

2/3/2004
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ATM uses a Time Domain Multiplexing (TDM) scheme to encode the
data onto the media. Multiple bit streams arrive at the multiplexer
simultaneously. The multiplexer clocks the data through to the output,
giving each bit stream equal time.

22
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For data networking, ATM connections can take many forms. Itis even
possible to provide TCP/IP networking over an ATM infrastructure.

When this service is provided without any of the LAN emulation services
(discussed later), it is called Classical IP over ATM.

2/3/2004
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When two ATM hosts want to communicate, they must rely on an
infrastructure service called the ATM Address Resolution Protocol
(ATMARP) service. This service maps the ATM address of each host to
a set of permanent/virtual circuit numbers. This is necessary because
the hosts are incapable of deriving this information on their own. This is
true, because there is no mechanism within ATM to broadcast a
cell/packet to all hosts on the network. All service requests must be sent
to a specific host.

Because ATM is a connection-oriented technology, before two hosts can
communicate a connection must be built.

The sending host asks for the ATM address of the destination system.
The ATMARP server provides this information to the sending host.

The sending host contacts the destination host, and asks for a
connection.

The destination host asks the ATMARP server fir information about the
source host.

The ATMARP service provides this information to the host.
The destination host opens a connection to the sending host...
Once the connection is set up, the two hosts communicate.

24
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ATM defines a pair of connection types:

The User to Network Interface (UNI) is are used to connect end-station
equipment to the network switches.

The Network to Network Interface (NNI) is used to connect two network
components (switches) together.

2/3/2004
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Like Frame Relay, and X.25, ATM employs the concept of virtual circuits
in order to establish a connection between two end points.

In ATM-speak, A transmission path (TP) is a physical connection
between two pieces of ATM equipment.

Virtual paths (VP) are connections between two switches in the ATM
network. Think of virtual paths as highways that connect two cities. Each
highway is a virtual path. The set of all highways is a transmission path.
Cell networks are based on virtual circuits (VC’s). All cells belonging to a
single message follow the same virtual circuit, and remain in order until
they reach their destination. Think of virtual circuits as the lanes of the
highway (virtual path).

26
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In order to route data through the network, each connection in a virtual The ATM cell is a pretty simple frame format. The header consists of 5
circuit network must be identified. In ATM, this is done by assign unique bytes (much of this is the VPI/VCI). The header is followed by 48 bytes
numbers to each Virtual Path (Virtual Path Identifier) and virtual circuit of “data”.

(Virtual Circuit Identifier).

The size of the VPI and VCI depend on the type of connection between
the two entities: A NNI interface requires a larger “address”, so the VPI is
allocated 12 bits, and the VCI is allocated 16 bits. A UNI interface
requires smaller addresses, so the VPI is allocated 8 bits, and the VCl is
allocated 16 bits.
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The call setup, data transfer, and circuit teardown phases of an ATM
conversation is very similar to those of Frame Relay, and ISDN.

2/3/2004
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Like Frame Relay, the packet routing is interface, and table driven.
There are two types of switches in the ATM fabric; VP switches, which
route the cells using only the VPI portion of the address. As the cell is
routed through the network, the VPI value changes at each switch...but
the VCI remains the same through the entire network.

As a cell arrives on an interface, the switch consults a table to determine
which interface it should send the cell to.

30
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The other type of ATM switch routes cells based on the VPI and VCI
fields. Both the VPI and VClI fields are modified as the cell passses
through these switches.

This two-tier routing scheme allows for efficient routing. The switches at
the edges of the ATM fabric use both portions of the address (VPI's and
VCI's) to deliver the cells. These switches must have detailed
information about the end-point networks.

The switches in the middle of the fabric do not need to know how to
deliver the cell to an endpoint, they just need to get the cell to the
neighborhood of the destination switch. These switches use just the VPI
portion of the address to route the cells.

2/3/2004

31

CSE 458 Lecture 4

2/3/2004

ATM

ATM is implemented on a 3 tier stack model.
The Physical layer is similar to the OSI physical layer.
The ATM layer is similar to the OSI Data Link layer.

The Application adaptation layer (AAL) provides the interface between
upper-layer protocols in the 1ISO stack, and the ATM transport
mechanisms.
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ATM defines several “classes” of data which exhibit specific properties;
constant bit rate, variable bit rate, time critical, and time non-critical.

ATM provides an adaptation layer for each of these services.

2/3/2004
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Notice that the AAL1 format “steals” some of the data portion of the cell
for control information. This is referred to as the “ATM Cell Tax".

The information in the “stolen byte” is used to identify which AAL “stack”
should process this cell at the destination,
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AAL2 cells pay a stiffer Cell Tax than AAL1. Again, the information in the
“stolen” bytes is used to encode information about how this cell should be

handled by the network equipment.

2/3/2004
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AAL3 and AAL4 pay the stiffest Cell Tax.
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Once ATM had been deployed, the implementors determined that there
was a more efficient way to carry IP over ATM. They defined a new AAL
layer, called AALS.

AAL5 DOES NOT suffer from the ATM Cell tax! This makes it the most
efficient format for the transport of data.

In reality, MOST ATM traffic is carries in AAL5 frames.

2/3/2004
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Details of the AAL5 frame format.

38
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Details of the ATM cell headers.
Note, that UNI cells have a slightly different format than NNI cells.
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In addition to native ATM operating mode, the ATM forum decided that in
order to make the technology marketable, they need to be able to
emulate existing LAN hardware. They developed an emulation mode
called Lan Emulation (LANE).

The LANE driver replaces the native mode ATM driver in the system
kernel. The system sends information to the ATM card under the
mistaken impression that the interface card is either an Ethernet, or
Token Ring interface. The driver handles converting these LAN packets
into ATM cells.
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LAN Emulation requires a couple of “helper” systems.

The LAN technology that is being emulated employs broadcast frames to
distribute some types of information. ATM does not have a mechanism
for broadcasting cells to every host on the network, so a Broadcast and
Unknown (BUS) server is used to simulate this function. If a station
needs to send a broadcast packet, it sends it to the BUS server, and the
BUS server distributes the packet to all other hosts on the network.

The LAN Emulation server sets up the virtual circuits required for the
LANE conversations. This would normally be handled by the switch
fabric in native mode ATM networks.

The configuration server provides network configuration services required
by the LAN emulation clients.

2/3/2004

41

CSE 458 Lecture 4

2/3/2004

MPOA

As if LANE wasn’t enough, the ATM forum decided to implement a way to
carry multi-protocols over ATM simultaneously. This service is called
Multi Protocol Over Atm (MPOA).

MPOA requires yet another layer of software to emulate the additional
protocol stacks. It also requires that the ATM systems be running in
LANE mode.
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